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Abstract Pattern-based simulation is a growing area within multi-point 

geostatistical simulation. The successfulness of any pattern based simulation 

depends on how efficiently a pattern is retrieved from the pattern database. A 

discrete wavelet-based algorithm is proposed in this paper; this algorithm assists 

in reducing the dimensionality of the pattern database and preserves maximum 

pattern information. Wavelets by construction preserve maximum information 

through a few coefficients termed scaling coefficients. The scaling coefficients of 

the wavelet decomposed patterns are used for clustering the pattern database and 

the k-means clustering algorithm is then applied to classify patterns. The proposed 

algorithm is validated by simulating conditionally and unconditionally sets of 

categorical and continuous data and analyzing results. The comparative evaluation 

with filtersim shows that the proposed wavelet-based simulation algorithm 

performs better in all cases.  

1. Introduction 

Simulation at spatially correlated continuous and/or categorical variables, such as 

the geological units and metal grades of mineral deposits or sedimentary facies 

and pertinent attributes of petroleum reservoirs and water aquifers, is a 

challenging task. The well-known variogram-based two-point statistical 

techniques [1-2] are limited in their ability to adequately model spatial complexity 

[3]. To address the limitations of two-point statistical models,there are a number 

of multi-point simulation techniques proposed in the literature like simpat [4], 

snesim [5], filtersim [6] and cumulant-based simulation [7]. In multi-point models, 

a pattern is defined as a set of values spatially distributed over a given template of 

spatial locations [4]. During simulation, multi-point conditioning data in the form 

of a template is compared with patterns of the training image (a geological 

analogue of what is being modeled) and a pattern is selected from the training 

image. 

A pattern-based simulation algorithm using wavelet analysis is proposed in this 

paper, and termed as wavesim. The pattern database is generated in a manner 
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similar to other mp simulation techniques. The pattern database is classified by 

using wavelet approximate sub-band coefficients of each pattern. The wavelet 

approximate sub-band can capture most of the pattern variability, and at the same 

time reduce the dimensionality of the pattern database. Pattern database 

classification is performed using the k-means clustering technique. For categorical 

data simulation, the ccdf of the individual prototype class for the central node 

category of the template is developed using the probability of each individual 

category within the class; however, for continuous data simulation, a random 

sample is selected from best match class. For simulation, the similarity of the 

prototype classes with the conditioning data event is calculated. A random pattern 

is generated from the developed ccdf of the best match class. Unlike filtersim, 

wavesim is not generating a random pattern from a class; rather it generates a 

random pattern from a ccdf developed for a class. However, for continuous data, 

no ccdf is generated. 

2. Method 

Define  as a value of the training image ti where  and  is the 

regular Cartesian grid discretizing the training image,  indicates a specific 

multiple-point vector of   within a template T centered at node u. That is  

  (1) 

where, the vectors are the vectors defining the geometry of the  nodes of 

template T and . The vector  represents the central 

location u of template T. The pattern database is then obtained by scanning ti 

using template T and stored the multi-point vectors in the database For a 

categorical training image with M categories, the training image is first 

transformed into M sets of binary values , 

  (2) 

 

After generating the patdbT irrespective of using a continuous or a categorical 

training image, the classification of the pattern database will be performed so that 

during simulation, instead of searching the entire pattern database (patdbT), only 

some representative members, for example prototypes of the classes, are 

compared with the conditioning data event. However, when the template 
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dimension is large, the dimension of patdbT will also be large. Therefore, 

classification of this large dimensional pattern database patdbT is a 

computationally demanding task. In previous research, the patdbT classification 

was performed by reducing the dimensions of the pattern by using few filter 

scores [6]. Any dimensional pattern in the patdbT is represented by 6*M filter 

scores (for a two-dimensional image) where M is the number of categories (M =1 

for continuous image) present in the training image. A wavelet-based 

representation of patterns is introduced where the dimension of the pattern-for-

pattern classification can be reduced by selecting the scale of wavelet 

decomposition.  

Wavelets analysis can decompose a training image into different frequency 

components [8]. The wavelet decomposition of an image provides one 

approximate sub-band image and three high frequency sub-band images after one 

scale decomposition of a two-dimensional training image. For further 

decomposition, the approximate image is decomposed to obtain the next scale 

sub-band images. The approximate sub-band provides average type information 

about the training image and preserves most of the data variability of the training 

image. If the high frequency sub-bands are added to the approximate sub-band, 

then the training image is perfectly reconstructed. It is noted that the amount of 

data in an approximate sub-band is  times less than the amount of data in the 

training image, where j is the number of scale in wavelet decomposition, and d is 

the dimension of the original image.  

For classification of pattern database patdbT, the approximate sub-band of the 

patterns, which is reduced in dimension depending on the value of j, is used. The 

k-means clustering technique [9] is applied to classify the pattern database patdbT. 

The main idea of k-means clustering is to divide the patdbT into a number of 

classes such that the sum of the inter-class distance is maximized. The k-means 

clustering is a simple, unsupervised learning algorithm. In this algorithm, the 

pattern database is classified based on the selected priory cluster number (k). First, 

k patterns from the patdbT are randomly selected. These k patterns represent the 

initial class centroids. Since the patdbT classification is performed by using the 

approximate sub-band of patterns, randomly selected approximate sub-band of k 

patterns from patdbT will act as initial centroids. Then each pattern from the 

patdbT is assigned to a class which has the closest distance to the centroids. After 

assigning all patterns into any one of those classes, the centroids’ positions are 

recalculated. This is an iterative process and the algorithm stops when the 

centroids’ positions are no longer changed.  

After classifying the patdbT prototype calculation, simulation was carried out. 

During simulation, the similarity between the conditioning data event and the 

prototypes of the classes is carried out. A sequential simulation algorithm [1]  is 

used for pattern-based simulation in this paper. At each visited node, a 

conditioning data event is obtained by placing the same template used in the 

training image, centering at the node to be simulated. The similarity between the 

conditioning data and prototypes of classes are calculated by a distance function. 
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A distance function is used to calculate the distance from the prototypes of classes 

to the conditioning data event. The distance function used in this paper is L2-norm 

chosen for its success in template matching. 

After measuring the similarities of the conditioning data event with the 

prototypes of classes, the best matching class is selected. In filtersim, a random 

pattern from the selected class is drawn and pasted in a simulated node. The 

probability of the central node categories within a class may be different, which 

has not been considered in filtersim. However in wavesim, a conditional 

cumulative distribution function (ccdf) is generated for each class. This is 

developed by calculating the probability of occurrence of a particular category in 

the central template node, divided by the total number of patterns in that class.  

During the simulation process, after finding the best matched class, a uniform 

random number is generated. From the developed ccdf, the category at the central 

node corresponding to the generated random number is obtained. Then, a random 

pattern is drawn from the matched class patterns which have the same central node 

category as the category obtained from the ccdf. After pasting the drawn pattern at 

a simulated node, the next node is visited in a random path. The same distance 

function and the patterns-drawing algorithm are performed until all nodes are 

simulated. The algorithm stops when no nodes are left unvisited. It is noted that, 

for continuous image, a random pattern is drawn from a class; no ccdf is generated 

for the continuous case. 

2.1 Application of the proposed method 

The wavesim algorithm is validated by simulating known categorical and 

continuous two-dimensional data sets. The exhaustive data sets are obtained from 

different sources. All runs are performed on a 3.2 Ghz Intel(R) Xeon (TM) PC 

with 2 GB of RAM. For wavelet decomposition, the Haar basis functions are 

applied for all cases unless otherwise specified. The results of wavesim are 

compared with filtersim results to make a valid comparison.  

To perform unconditional simulation, binary training image is considered. For 

unconditional simulation of categorical image, the wavelet decomposition is 

performed after generating the pattern database to reduce the dimensionality of the 

pattern database. The training image is presented in Fig. 1(a). This training image 

represents complex channels presents in a deposit. The template size is selected 

using the method proposed in [10] and it is 9 9. The patterns are extracted from 

the training image and up to 4 scale wavelet decomposition was performed. The 

unconditional simulation is then performed and compared to the results obtained 

from filtersim. The parameters used for the simulations from the wavesim and 

filtersim are the same.  Note that the inner patch size is 5 5.  The k-means 

clustering algorithm is used with number of classes at 100. An example of 

unconditionally generated realizations using wavesim and filtersim are presented 

in Fig. 1.  It is observed from the figure that the wavesim can reproduce channels 
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present in the training image. On the other hand, filtersim fails to reproduce the 

continuity of the channels. The main difference between the wavesim and filtersim 

is the way of classifying the patterns in patterns database.  The example shows 

that when classifying patterns using only few filter scores it is not always possible 

to capture the complexity present in the available patterns; resulting in 

discontinuities of the channels when unconditional simulations are performed. 

The Stanford V Reservoir Data Set [11] is used for the conditional simulation 

example. One slice of the three-dimensional reservoir data is used as a reference 

image from which conditioning data are sampled. Another slice is used as the 

training image. The size of the domain to be simulated is 100 128. The reference 

image to be simulated is presented in Fig. 2(a). The hard data set consists of 100 

data at irregular spacing scattered all over the domain (Fig. 2(b)). The training 

image used in this study is presented in Fig. 2(c).  The k-means clustering with 

cluster number 300 is used for training pattern classification. The weights of hard 

data, previously simulated node point, and patch data are 0.5, 0.3, and 0.2, 

respectively, for distance calculation. When the conditioning data set is fully 

informed, only approximate sub-band coefficients after wavelet decomposition are 

used. The conditionally simulated realizations generated by wavesim and filtersim 

are presented in Figus 2(d) and 2(e). The realizations show that the high valued 

channels are well reproduced. The comparison study with filtersim realizations 

shows that the channels continuity is well reproduced using wavesim as compared 

to filtersim. The histogram and variogram of the simulated realizations are 

compared with the data histogram and variogram. The results revealed that the 

first- and second-order statistics are well reproduced using wavesim.  

A contributor to the success of a simulation algorithm, in terms of use for real 

world applications, is its computational efficiency. The proposed algorithm is 

implemented in the MATLAB environment, which makes it difficult to compare 

the CPU time taken in our various examples to filtersim or other algorithm which 

are implemented in the C++ environment. The main different between our 

proposed algorithm and filtersim is the dimensionality reduction. Both the 

algorithms are using the same clustering algorithm and simulation steps are almost 

the same. The computing time depends on the number of reduced dimensions.  

3. Conclusions 

A pattern-based conditional simulation algorithm, wavesim, is presented. The 

algorithm uses wavelet basis function for dimensional reduction of patterns. The 

technique is based on pattern classification and pattern matching; the dimensional 

reductions of the patterns were performed by wavelet decomposition. The pattern 

classification was performed by the k-means clustering algorithm. The algorithm 

is verified by two-dimensional conditional and unconditional simulation using 

different data sets like two-class categorical data and continuous complex 

channels data. The algorithm reproduced the continuity of the channels using 
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conditional and unconditional simulation. The comparative study with the 

filtersim algorithm showed that the wavesim performed better than the filtersim for 

reproducing the continuity of the channels for all examples. 

The major advantages of the wavesim algorithm are (a) the pattern 

classification of the high dimensional pattern database can be performed 

successfully with less computational effort due to the nature of the approximate 

sub-band of the wavelet decomposition, which reduces the dimensionality of the 

pattern and captures most of the data variability; and (b) since the ccdf is 

developed for each class for categorical simulation, the pattern drawing from a 

class is performed based on a probability law, rather than random drawing, which 

may help with the reproduction of channels better. 

 

 

 

(a) Training image (b) wavesim # Realization 1 

  

(c) filtersim # Realization 1  

 

 

Fig. 1 Training image and unconditionally simulated realisations of the proposed method 

and filtersim 
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(a) Exhaustive Image   (b) Hard data location 

 
(b) Training image   (d) Wavesim realisation 

 
(e) Filtersim realisation 

 

Fig. 2 Exhaustive image, hard data locations, training image, and simulated 

conditional realisations of our proposed method and filtersim 
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